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[1] Although there is no diffuse groundwater recharge at many semiarid sites, evidence
for diffuse recharge exists at some locations where mean annual precipitation P is much
less than mean annual potential evapotranspiration PET , particularly where soils are
coarse and rainfall variable is substantial. We investigate the climatic controls on
diffuse recharge using a one-dimensional, variably saturated flow model. The model is
driven by a stochastic parameterization of climate that includes storm size distribution and
seasonality of precipitation (P) and potential evapotranspiration (PET), constrained by
data from 536 weather stations in the southwestern United States. Storm size
distribution and seasonality determine the frequency and duration of intervals when P
exceeds PET, which controls the flux of water past the root zone. For coarse soils,
climates with large, infrequent storms yield recharge when P/PET exceeds 0.4, compared
with 0.7 for a typical climate. Recharge through fine soils is insensitive to storm size
and occurs at P/PET > 0.8. Seasonality has a stronger influence on recharge than storm
size distribution, and the effects are similar for coarse and fine soils. Recharge is
relatively insensitive to rainfall seasonality. In contrast, the typical PET annual cycle
lowers P/PET of the recharge threshold by 0.3. The relative timing of P and PET maxima
is critical: Recharge occurs at P/PET values that are lower by 0.2 when the rainy
season occurs during winter instead of summer. Over the range of climate and soils
examined, P/PET values at the recharge threshold varied from 0.2 to 0.7. Therefore P and
PET alone are insufficient to predict where recharge will occur.
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1. Introduction

1.1. Diffuse Recharge

[2] Groundwater recharge is considered to occur via two
pathways in arid and semiarid regions. First, focused
recharge occurs at locations where surface water flow is
concentrated, including streams channels [Sorman et al.,
1997; Izbicki et al., 2000; Houston, 2002], playas or
topographic depressions [Allison et al., 1985; Wood and
Sanford, 1995], fissures or pipes [Scanlon, 1992; Johnston,
1987], and irrigated areas [Leaney and Herczeg, 1995].
Although focused recharge only occurs in a fraction of the
landscape, it may be the primary mechanism recharging
aquifers in many basins, as the recharge rates are high.
Second, precipitation may infiltrate where it hits the ground
and move vertically to the water table, yielding diffuse
recharge [Hendrickx and Walker, 1997; Phillips, 1994].
Diffuse recharge is expected to be much slower than
focused recharge. However, it may be a significant compo-
nent of a basin’s water balance if rates are nonzero over
extensive areas [Hendrickx and Walker, 1997]. Identifying
where and when diffuse recharge occurs is necessary for
water resource management and assessing the risk of

hazardous waste storage in the vadose zone [Mann, 1976;
Nativ, 1991].
[3] Previous studies have shown that there is currently no

diffuse recharge at many arid and semiarid sites worldwide
[Phillips, 1994; Scanlon et al., 1999; Izbicki et al., 2000],
where the mean annual precipitation rate (P) is much less
than mean annual potential evapotranspiration rate (PET ).
At these sites, the distribution of environmental tracers
indicates there is little downward movement of water below
the root zone, on timescales of decades to millennia
(reviewed by Phillips [1994]). This is consistent with
measured vertical profiles of water potential [Izbicki et al.,
2000]. Lysimeter studies also show that deep percolation
does not occur under natural vegetation conditions [Gee et
al., 1994].
[4] Although there is no diffuse recharge at many sites,

previous studies reported evidence for diffuse recharge at
some locations where P/PET � 1 (reviewed by Stephens
[1994]). At these sites, evidence for diffuse recharge was
derived from similar types of data as used in studies that
have found no recharge, including environmental tracers
[Edmunds et al., 1988], well hydrographs [Barnes et al.,
1994], lysimeters [Gee et al., 1994], and measurements
of vertical gradients in hydraulic head [Stephens and
Knowlton, 1986; Grismer et al., 2000]. Many studies that
found evidence of no diffuse recharge were carried out in
the driest and hottest locations [e.g., Tyler et al., 1996]. At
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higher elevations or in wetter climates, P/PET may be high
enough so that diffuse recharge occurs. In addition, at many
sites where there is currently no diffuse recharge, the
inventory of meteoric chloride in soil shows that diffuse
recharge did occur �10–15 kya [Phillips, 1994] or during
even earlier glacial periods [Tyler et al., 1996; Scanlon et
al., 2003]. Simulations of coupled liquid and vapor flow
and the associated transport of chloride are consistent this
interpretation [Walvoord et al., 2002a, 2002b; Scanlon et
al., 2003].

1.2. Factors Controlling Diffuse Recharge

[5] Previous research shows that diffuse recharge occurs
in some semiarid locations but not others, and at some times
but not others. Therefore there are two critical questions
regarding diffuse recharge in semiarid environments:
(1) What factors and processes control whether or not
diffuse recharge occurs at a particular location? (2) What
controls the fraction of precipitation that recharges ground-
water where recharge does occur?
1.2.1. Observations
[6] On the basis of data collected from semiarid environ-

ments, the following factors have been suggested as con-
trolling where and when diffuse recharge occurs. First,
diffuse recharge is expected to be greater through coarse
soils than fine soils, because wetting fronts propagate more
deeply into coarse soils. The soil was relatively coarse (sand
or loamy sand) at most of the sites where evidence for
recharge was found in a climate where P/PET is � 1
[Stephens, 1994; Barnes et al., 1994]. Second, the presence
and type of vegetation are believed to play a key role in
controlling diffuse recharge [Mann, 1976; Fayer et al.,
1996; Allison et al., 1990; Phillips, 1994]. At sites in
New Mexico and Nevada, Gee et al. [1994] found that
water accumulated in deep lysimeters that were kept veg-
etation free, whereas deep percolation did not occur in
lysimeters at the same sites with growing vegetation. Desert
vegetation, such as the shrub Larrea (Creosotebush), have
relatively deep root systems [Schenk and Jackson, 2002]
and transpire until soil water potential is highly negative
(�8 MPa) [Pockman and Sperry, 2000]. Because desert
plants are able to remove nearly all water from the top
several meters of soil, it has been hypothesized that the
transition to desert plant species at the end of the Pleisto-
cene (�10 kyr) is the cause of the shift to the no-diffuse
recharge regime observed at many sites [Phillips, 1994;
Walvoord et al., 2002b]. Third, variability of hydrometeo-
rological conditions is believed to strongly control whether
or not diffuse recharge occurs: The precipitation rate (P)
may exceed the potential evapotranspiration rate (PET) over
some interval, even though P/PET < 1. The occurrence of a
single large precipitation event or a series of events may
yield diffuse recharge [Barnes et al., 1994; Stephens, 1994].
A climate with primarily winter precipitation may also yield
diffuse recharge. PET is relatively low during these months
so water can penetrate more deeply into the soil than during
the summer months, as indicated by soil water potential
measurements [Gee et al., 1994; Andraski, 1997; Grismer et
al., 2000]. The importance of cold season precipitation may
be enhanced in environments where vegetation is dormant
in the winter due to temperature limitations [e.g., Scott et
al., 2000]. Variability on interannual timescales is also

important: Recharge may only occur during particularly
wet years.
1.2.2. Modeling
[7] In many previous studies, models have been used to

study how precipitation is partitioned into runoff, evapo-
transpiration (ET), and percolation in semiarid environ-
ments [Scott et al., 2000; Laio et al., 2001]. In fewer
cases, models have been used specifically to provide con-
straints on recharge in semiarid environment. The model
structures used in both types of studies are variable. In the
vertical direction, both one- or two-layer bucket models
[Beverly et al., 1999; Laio et al., 2001; Hevesi et al., 2002]
and models with fine vertical discretization [Rockhold et al.,
1995; Kearns and Hendrickx, 1998] have been used. In the
horizontal direction, models represent either a single point
[Scott et al., 2000] or multiple points across a landscape that
may differ with regards to elevation, soil thickness, or other
properties [Fayer et al., 1996]. The loss of water via
evapotranspiration (ET) has been represented in various
ways, including lumped ET loss terms [Laio et al., 2001],
root water uptake controlled by soil moisture stress and root
density functions [Kearns and Hendrickx, 1998], and as a
head boundary condition [Walvoord et al., 2002a].
[8] The few modeling studies focused on diffuse recharge

support the inferences made from observations. First, sim-
ulated recharge or deep percolation is greater through coarse
soils than fine soils [Kearns and Hendrickx, 1998; Rockhold
et al., 1995; Fayer et al., 1996]. Second, vegetation limits or
precludes diffuse recharge [Kearns and Hendrickx, 1998],
and xeric shrubs limit recharge the most [Fayer et al.,
1996]. For simple bucket models, the bottom flux is greater
for shallower root zones [Laio et al., 2001] or for shallower
soils [Hevesi et al., 2002]. Third, temporal fluctuations in
P and PET are critical where P/PET < 1. Using a 100-year-
long rainfall record from New Mexico, Kearns and
Hendrickx [1998] found that deep percolation only occurred
during five intervals with particularly high rainfall. Also
using observed rainfall records, several studies show that
simulated recharge or deep percolation occurs primarily
during winter and is greatest during wet winters [Rockhold
et al., 1995; Fayer et al., 1996; Scott et al., 2000].

1.3. Goals of This Study

[9] Here we use a one-dimensional vadose zone model to
evaluate how climate controls diffuse recharge, focusing on
how the temporal variability of P and PET controls whether
or not diffuse recharge occurs in locations where P/PET < 1.
We test the following two hypotheses. First, a climate
characterized by relatively large storms should be favorable
for diffuse recharge. Second, climates with relatively high
fractions of precipitation falling during the winter months
should yield more diffuse recharge. Previous modeling
studies of recharge in semiarid environments used P and
PET observed at single locations [Rockhold et al., 1995;
Fayer et al., 1996; Kearns and Hendrickx, 1998; Hevesi et
al., 2002]. Therefore these studies were not designed to
assess how variations in climate through space control
recharge. In contrast, we describe climate using a limited
number of parameters. Then, we generate meteorological
inputs for our flow simulations using these parameters and
assess how these climatic factors influence diffuse recharge.
Our model of climate represents (1) seasonal variations in P
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and PET and (2) the distribution of storm sizes. We compare
the role of climate for both coarse and fine soils.
[10] Our goal is not to predict the magnitude of diffuse

recharge for a particular set of climate conditions. Instead,
we explore and identify the most important climatic factors
and their interactions. To focus on the various aspects of
climate, it is necessary to generalize and simplify other
processes. We do not address several important aspects of
water flow in semiarid vadose zones, including variability
of soil texture, preferential flow through macropores, and
surface water redistribution. We characterize vegetation as
typical plants found in desert environments. In the next
section we describe the flow model used in this study. Then
we introduce the model of climate used to generate the
meteorological inputs for our simulations. This is followed
by a description of results and a discussion.

2. Flow Model

2.1. Variably Saturated Flow

[11] We model one-dimensional vertical flow of liquid
water by solving the hydraulic head form of the Richards
equation for variably saturated flow

C hð Þ @h
@t

¼
K hð Þ @h

@z þ 1
� �� �
@z

� S hð Þ; ð1Þ

where C(h) = dq/dh is the specific water capacity function
(cm�1), h is the hydraulic head (cm), K(h) is the hydraulic
conductivity (cm s�1), z is the vertical coordinate, and S is
the root extraction term (cm3 cm�3 s�1). Our solution of
equation (1) is the same as that used in the SWAP model
[van Dam et al., 1997; van Dam and Feddes, 2000]. The
model employs a finite difference, fully implicit solution to
equation (1). K(h) is calculated arithmetically for the
component of flow driven by the matric potential gradient
[Simunek et al., 1998; van Dam and Feddes, 2000]. K(h)
from the higher of two layers is used for the component of
flow driven by gravity. For each time step, the changes in h
are determined iteratively. The convergence criteria is 10�4

in q when the soil is unsaturated, and 0.01 cm in h when the
soil is saturated [Huang et al., 1996; van Dam and Feddes,
2000]. The time step is adjusted within the range of 0.025 to
8640 s, depending upon the number of iterations required
for convergence. Mass balance is calculated at each node
following each time step, and its error never exceeds 10�3

in the simulations described below.
[12] We use 57 depth increments between the surface and

10 m. Layer thickness is 1 cm at the top and increases by a
factor of 1.08 for each depth increment, yielding thicknesses
of 0.35 m and 0.75 m at the middle and bottom of the

domain, respectively. This arrangement (1) allows for a
detailed representation of the large gradients near the
surface, (2) allows for storage beneath the root zone, and
(3) minimizes computational time. Including the thick soil
zone below the deepest roots is necessary because water
uptake by plants yields upward flow into the root zone
during dry periods. The domain used here is not the same as
a soil thickness of 10 m in bucket-model simulations [e.g.,
Laio et al., 2001; Hevesi et al., 2002]. In these simulations
the simulated recharge or drainage varies with bucket depth
and therefore storage capacity. In a series of test simulations
we found that simulated recharge did not depend on domain
length if the thickness below the root zone exceeded several
meters. Simulations using the layer dimensions described
above were compared with test simulations with constant
layer thickness of 1 cm, and only negligible differences
were found.
[13] All simulations were completed for two different soil

types: loamy sand and loam. Water retention and unsatu-
rated hydraulic conductivity curves were specified accord-
ing to the van Genuchten [1980] model, with soil hydraulic
parameters specified according to the Rosetta database
[Schaap et al., 1998] (Table 1). We did not choose sand
for the coarser of the two soil types because this would have
made it difficult to generalize our results for less extreme
textured soils such as sandy loams.

2.2. Boundary Conditions

[14] The flux at the bottom boundary of the model, qb,
was set to gravity drainage, scaled by K(h) of the bottom
layer. As described in more detail in section 2.3, we assume
that qb is diffuse groundwater recharge, even though the
water table is not explicitly modeled. This assumption is
based on the idea that if water moves >7 m below the
deepest roots, it will eventually reach the groundwater table.
The top surface boundary condition depends on the
throughfall and PET rates, as described by van Dam and
Feddes [2000]. The model includes an interception reservoir
with a depth of 0.1 cm, and precipitation only yields
throughfall when the interception reservoir is full. We
calculate the maximum possible flux through the surface
node, qt

max, based on the gradient in h and K(h). When there
is throughfall, the flux through the surface boundary, qt, is
set to the throughfall rate if qt

max is greater than or equal to
the throughfall rate. Otherwise, qt = qt

max and h at the
surface (htop) is set to 0 cm. In this case, throughfall in
excess of qt is considered runoff as we assume no ponding.
2.2.1. Evaporation From Soil
[15] When it is not raining, the direct evaporation flux E

is calculated according to several constraints, as was done
by van Dam and Feddes [2000]. First, if there is water in the
interception reservoir, then direct evaporation from plant
surfaces proceeds at the PET rate, and the flux at the soil
surface and transpiration are zero. Second, if there is no
interception loss, E is calculated by specifying either the
head or flux at the surface. If qt

max exceeds the PET rate,
then E equals PET. Otherwise htop is prescribed to that of
the atmosphere, hatm, and E is set to qt

max. Specifying hatm to
the extremely low values that exist at the soil-atmosphere
interface (��50 MPa) is unnecessary because liquid flow is
effectively zero at the associated water contents. However, it
is important that hatm is less than the wilting point of the

Table 1. Soil Hydraulic Properties for the van Genuchten [1980]

Model From the Rosetta Database [Schaap et al., 1998] for Loamy

Sand and Loam Soils Used in Simulationsa

qr qs a n Ks, cm d�1 l

Loamy sand 0.049 0.39 0.035 1.75 105 �0.874
Loam 0.061 0.399 0.011 1.47 12.1 �0.371

aqr and qs are residual and saturated water content, respectively
(cm3 cm�3);a (cm�1), n, andl are curve shape parameters;Ks is conductivity
at saturation.
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vegetation (hwilt), so that direct evaporation may proceed
even after transpiration has stopped [Laio et al., 2001].
Therefore we set hatm to �15 MPa, which is significantly
lower than the wilting point used. In a series of test
simulations, we found that varying hatm between �7 and
�20 MPa did not affect the simulated recharge.
2.2.2. Transpiration
[16] Simulating root water uptake from a soil with

vertical variations in h and root density is challenging
and poorly constrained [Sperry, 2000; Guswa et al., 2002;
Lai and Katul, 2000]. Therefore we use a relatively
simple approach that is included in a broad range of
models [Mahfouf et al., 1996; Simunek et al., 1998;
Feddes et al., 2001]. At each model level, i, root water
uptake is restricted according to a soil-water availability
factor gi that depends on h

gi ¼ 0:0; hi � hwilt

gi ¼
hi � hwilt

h*� hwilt
; hwilt < hi < h*:

gi ¼ 1:0; hi 	 h* ð2Þ

Below hwilt, gi equals zero and there is no root water uptake
from that layer. Between hwilt and the head value at which
uptake is not limited by soil water h*, gi increases linearly
with hi. Above h*, gi equals one and root water uptake is
not limited by soil water availability. We use values of
�5 MPa and �0.1 MPa for hwilt and h*, respectively,
consistent with measurements from desert vegetation
[Pockman and Sperry, 2000].
[17] The root water uptake at any model layer, Si, is

Si ¼ bgiridzi for zi � zr; ð3Þ

where ri is the fraction of all roots in that model layer
(unitless), dzi is the layer thickness (cm), b is a scaling factor
described below (cm2 cm�3 s�1), and zr is the total depth of
the root zone. The vertical distribution of roots with depth,
r(z), is prescribed according to the model of Schenk and
Jackson [2002], using parameters for ‘‘desert’’ vegetation

(Figure 1), which are nearly identical to the parameters for
‘‘semiarid shrubland.’’ The depth above which 95% of the
roots are found, d95, is 1.3 m for desert vegetation. In the
Schenk and Jackson [2002] model, r decreases with depth
but never reaches zero. We specify zr as equal to 2 
 d95,
which encompasses 99% of the roots in the distribution. We
specify zr because it is uncommon to find roots to a depth of
10 m in nonriparian environments [Canadell et al., 1996].
In test simulations we found that specifying zr rather than
including roots throughout the domain does not influence
the calculated recharge rate.
[18] The total transpiration T is the sum of root water

uptake at each layer with roots

T ¼
Xi¼1

i¼maxr

Si: ð4Þ

The scaling factor b in equation (3) is calculated so that
transpiration only equals PET when gi is 1.0 everywhere.
This formulation is based on the assumption that plants
cannot compensate for part of their roots being in dry soil
[Guswa et al., 2002]. If the sum of T and E exceeds PET,
then both are reduced so that ET equals PET and the ratio of
T and E is preserved. In this case, the root water uptake from
each level is scaled accordingly.

2.3. Initialization and Simulation Length

[19] At the start of each simulation, h at all model layers
is set to the wilting point, hwilt. Initialization to drier values
has little impact, because only a small amount of water is
needed to wet soil to hwilt. Initialization to wetter values
makes it difficult to calculate recharge in cases with little or
no diffuse recharge: Meaningful estimates can only be made
once the entire soil column drains from the initially wet
value. Initially, there is a very slow flux due to gravity
drainage from the bottom of the model domain, qb, which is
�7 orders of magnitude slower than the prescribed rainfall
rates. In many simulations, wetting fronts never propagate
below the root zone and qb slowly decreases. Clearly, this
flux should not be considered as recharge because it simply
reflects the choice of initial conditions. Therefore we only
begin calculating recharge once

qb 	 0:0001
 P ð5Þ

for the first time during a simulation. For example, if P is
50 cm yr�1, then recharge is only calculated after qb exceeds
0.05 cm yr�1 for the first time. This recharge threshold was
chosen to reflect the limit of where our liquid-only flow
model is applicable. When qb < 0.0001* P, the liquid flux is
often similar to or slower than the upward vapor flux driven
by thermal gradients [Ross, 1984; Walvoord et al., 2002a],
and the liquid-only flow model may not applicable.
[20] Given stochastic rainfall inputs and the nonlinear

processes operating in the vadose zone, it is not possible to
assess a priori how long simulations need to be so that the
calculated recharge rate is representative of the prescribed
soil and climate parameters. Therefore we completed a
series of test simulations to assess how the simulated
recharge rate varied through time. When the portion of
rainfall that is partitioned to recharge, %R (reported as a
percentage of P), is less than 1%, a representative recharge

Figure 1. Vertical variations in root density, normalized to
a value of 1, for both desert vegetation and semiarid
shrubland from the Schenk and Jackson [2002] data set. The
desert profile is used here. Maximum root depth is 2.6 m.
The total thickness of the model domain is 10 m.
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rate is only attained when the simulation length exceeds
100 years. Therefore all simulations were run for 300 years,
with the first 30 years excluded from calculations to
minimize the influence of initial conditions. Given that long
simulations were necessary, we did not use observed pre-
cipitation records, which are often only 30–40 years long.

Instead, we generated 300-year-long stochastic rainfall
records [e.g., Eagleson, 1978] constrained by observations
from weather stations.

3. Climate Model and Simulations

[21] In this section, we describe (1) how we use station
data to estimate the parameters of a climate model that
characterizes P and PET; (2) how we stochastically generate
P and PET records based on these parameters; and (3) the
various model simulations completed. This approach is
summarized in Figure 2. Our model of climate was devel-
oped to satisfy three considerations. First, the model must
represent the climatic features hypothesized to influence
recharge in previous research. Second, the model must have
as few parameters as possible, so that the influence of each
parameter can be quantified. Third, observations must exist
to constrain the range of each model parameter. On the basis
of past research, we included six parameters in our model.
For rainfall, the climate is characterized by the mean annual
precipitation rate, storm size distribution, and a seasonality
index. For PET, the mean annual value and seasonal
amplitude are specified. The timing of seasonal cycles of
P and PET are related via a lag value.

3.1. Rainfall

3.1.1. Stochastic Model of Rainfall Events and
Seasonality of Rainfall
[22] We model rainfall as a Poisson process on the daily

timescale [Eagleson, 1978; Rodriguez-Iturbe et al., 1999].
The distribution of dry intervals length (t, in days) between
rainfall events is exponential

fT tð Þ ¼ 1

td
e

t
td ; ð6Þ

where td is the mean dry interval time, in days. The
distribution of storm depth is also exponential, with a mean
depth of a (cm). Because the soil moisture model operates
on time steps much shorter than days, we must also specify
a rainfall rate for each event, again modeled as an
exponential distribution [Guswa et al., 2002]. There is no
correlation between td, a, and rainfall rate. The relationship
between the mean annual precipitation rate P and the values
for td and a is

P ¼ a=td: ð7Þ

So if P and either td or a is prescribed, the remaining
parameter can be calculated.
[23] Seasonal variations in rainfall are not represented by

the simple Poisson model [Rodriguez-Iturbe et al., 1999],
but seasonality may strongly influence recharge. Seasonal
rainfall variations can be represented within the Poisson
model framework by specifying td and a for each month
separately [Hawk and Eagleson, 1992], requiring a large
number of parameter values. To minimize the number of
parameters values needed, we split each year into a wet and
dry season, each receiving half of the mean annual precip-
itation (Figure 3). The wet season was identified as the
shortest continuous period of the year during which 50% of
the annual rainfall accumulates. The wet season duration is
a fraction of the year, fw, with a maximum value of 0.5 in the

Figure 2. Steps taken to use station data to generate
meteorological inputs for the flow model. Daily rainfall
and temperature time series are analyzed to calculate the
six parameters of the climate model (top box). The
parameter set from each station can be used directly to
generate P and PET records. Alternatively, parameter
values can be varied across the range that exists within
the station data (storm size or season experiments) and
then used to generate P and PET records. The bottom
four panels show the four steps taken to complete each
individual simulation.
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case of no seasonality. The dry season is the remainder of
the year, with fractional duration (1 � fw). The duration of
each season, the rainfall rate in that season (subscripts wet
or dry), and the mean annual rainfall rate P are related as
follows:

Pwet ¼
0:5P

fw
;  

 P dry ¼
0: 5P

1� fwð Þ : ð8Þ

3.1.2. Constraints From Rainfall Data
[24] We used daily rainfall and temperature data from

more than 700 weather stations, all part of the National
Weather Service’s Cooperative Observer Program (COOP),
in the southwestern United States to constrain parameters of
our climate model. All records from currently operating
stations in Arizona, Nevada, New Mexico, Utah, and Texas
west of �101 longitude were used. In addition, 65 stations
with P < 100 cm yr�1 were selected from California. Only
records that exceeded 35 years in duration were used in the
following analyses, for a total of 536 station records and
more than 1.25 
 107 days of data. The wide geographic
distribution of the stations ensures that we have sampled
across a broad range of semiarid climates types.

3.1.2.1. Annual Timescale
[25] A wide range of combinations of td and a can yield

the same value of P (Figure 4a). For example, at some
stations where P = 35 cm/year, a is �1 cm and td is
�10 days; large storms occur infrequently. At other stations,
a is <0.5 cm and td is as short as 4 days, showing that
rainfall occurs frequently but storm sizes are small. The

Figure 3. Sketch of the climate parameterization used
here. The parameters and data shown in this figure are
derived from the Beatty, Nevada, COOP station. The x-axis
shows fraction of year, with 0.0 set to the beginning of the
wet season. In the top portion of the panel, open circles
show seasonal fluctuations of PET calculated using the
Hargreave’s equation (equation (11)) and daily station data.
The solid line shows PET calculated according to the
sinusoidal PET model (equation (12)), parameterized using
the Hargreave’s PET and PETmax � PETmin values. The
dashed line shows PET , and the thin vertical line between
the solid and dashed curves is equal to 0.5 
 PETmax �
PETmin. In the bottom portion, data points show observed
rainfall from the 40-year rainfall record, averaged over
10-day intervals. The wet season duration is 0.31, and the
solid lines show the average rainfall values used in the wet
and dry seasons. The lag between the middle of the wet
season and the PET maximum, LAG, is shown.

Figure 4. (a) Mean dry interval (td) versus mean storm
depth (a) for southwestern U.S. stations. The various
symbols represent the different states. Lines of equal P are
drawn and labeled. (b) Relationship between td and P.
The solid line is the best fit power law curve to all data
points (r2 = 0.51), used in the ‘‘typical storm size’’
simulations (Table 4). Dashed lines are envelopes using
the same equation form, with parameters selected so that the
lines encompass all but the extreme outliers. The top dashed
curve represents the td - P relationship where dry intervals
are long and storms are large, used in the ‘‘maximum storm
size’’ simulations. The bottom line represents the td - P
relationship where storms are frequent but small, used in the
‘‘minimum storm size’’ simulations. See color version of
this figure at back of this issue.
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variability in storm size distribution is geographically
coherent. For the same P, td and a tend to be greater in
Texas, Arizona, and California than in Utah and Nevada. A
power law relationship between mean annual precipitation
and mean dry interval was developed using a least squares fit
(r2 = 0.51) to the composite data set of td and P (Figure 4b):

td ¼ 53:7P �0:59: ð9Þ

In our model experiments (section 3.3), we use this
relationship to estimate typical values of td given some P.
Then we calculate a according to equation (7). We did not
use the reverse procedure because the relationship between
a and P is very weak.
3.1.2.2. Seasonality
[26] The station data also provide constraints on the

seasonality of precipitation and how the seasonality reflects
combined changes in td and a. On average, the wet season
is 32% of the entire year (fw = 0.32) or 4 months long
(Table 2), so the rainfall rate is 2.3 times higher in the wet
season than in the dry season. There is substantial variabil-
ity in the duration of the wet season, both between states
(Table 2) and from station to station.
[27] The higher rainfall rate during the wet season is

primarily the result of a reduction in td compared with the
annual average, equivalent to an increase in storm frequency
(1/t). The increase in storm frequency is accompanied by
relatively small increases in storm size (a). Similarly, the
lower rainfall rate during the dry season is due primarily to
an increase in td or a decrease in storm frequency. We
compare the seasonal changes in storm size and frequency
to seasonal changes in rainfall rate in Figure 5, for both the
wet and dry season. We plot seasonal values of precipitation
a and 1/td normalized by the annual average values, for
each station in the data set. During the wet season, the
normalized increase in storm frequency is roughly 70% as
large as the normalized increase in rainfall rate, so the points
for storm frequency fall close to the 1:1 line in Figure 5. In
contrast, the normalized increase in storm size is only
�10% as large, so storm size points fall along a line with
much lower (or zero) slope. The changes in the dry season
are similar: Storm frequency decreases greatly whereas
storm size remains nearly the same. We use the best fit
relationship in Figure 5 (r2 = 0.89),

td;season=td ¼ 0:70 Pseason=P
� �

þ 0:30; ð10Þ

to predict the wet and dry season values of dry interval
length (td,season) from seasonal rainfall rate (Pseason) and the

annual values of td and P. Seasonal variations in storm size
are then calculated according to equation (7).
[28] Throughout the southwestern United States, the

middle of the wet season falls within four distinct different
periods (Table 2): (1) during winter in California, western
Arizona, southwestern Utah, and southernNevada; (2) during
early spring in the great basin of Nevada and Utah; (3) during
late spring in eastern New Mexico and northwestern Texas;
and (4) during midsummer in western New Mexico, eastern
Arizona, and Utah, and western Texas south of 32�N. In our
model, the timing of the wet season is only important when
considered relative to the seasonal fluctuations of PET, which
we discuss in the next section.

3.2. Potential Evapotranspiration and Seasonal
Fluctuations of PET

[29] The PET boundary condition sets the maximum rate
of water loss from the top boundary of the model domain.
As we show below, our conclusions do not depend upon the
magnitude of our PET estimates: Results are presented in
terms of P/PET and the sensitivity to the actual values of
PET used is minimal. This is important considering methods
to estimate PET were developed for crops [Shuttleworth,
1993], not for the semiarid environments modeled here. As
bounds for the model experiments, we seek constraints on
how PET varies across the southwestern United States, in
particular how PET varies throughout the year.
[30] A variety of methods have been established to

estimate PET from meteorological data [Shuttleworth,
1993]. The Penman-Monteith (PM) equation is believed to
provide the best estimate of reference crop PET, but the data
requirements for PM are substantial and are typically only
satisfied with reliable data at heavily instrumented research
sites [Shuttleworth, 1993; Allen et al., 1998; Droogers and
Allen, 2002]. Maximum and minimum temperatures are the
only meteorological variables measured at the COOP sta-

Table 2. Wet Season Duration (fw) and the Middle of the Wet

Season, Reported as Day of Year, From the Southwestern U.S.

COOP Station Data

State fw Middle of Wet Season

All 0.32
Arizona 0.33 184
California 0.25 31
New Mexico 0.27 225
Nevada 0.38 80
Texas 0.29 205
Utah 0.40 139

Figure 5. Scatterplot of the ratios of season-to-average
1/td (triangles) and a (circles) versus the ratio of season-to-
average rainfall rates for allCOOPstations. The ratios for both
the wet (light and dark blue points) and dry (orange and red
symbols) seasons are shown. The thin line is the 1:1 line, and
the thick line is the best fit linear regression to the normalized
wet and dry season 1/td values (equation (10)). See color
version of this figure at back of this issue.
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tions that can be used to estimate PET. Therefore we use the
Hargreaves equation [Hargreaves and Samani, 1982] to
estimate PET (mm d�1) from temperature data in conjunc-
tion with calculations of solar radiation:

PET ¼ aS0 Tavg þ b
� �

Tmax � Tminð Þ0:5: ð11Þ

Tavg is the average temperature (�C) calculated from daily
maximum and minimum temperatures, Tmax and Tmin, and
S0 is the evaporated water-depth equivalent of solar
radiation (mm day�1) at the top of the atmosphere. The
Hargreaves equation is empirically based, but the first term
(S0) provides an energy constraint, the second (Tavg + b)
varies nearly linearly with the thermodynamic scaling term
in the Penman combination equation, and the third ((Tmax �
Tmin)

0.5) indirectly factors in cloudiness [Shuttleworth,
1993]. We use the parameter values (a = 0.0025 and b =
16.8) from Droogers and Allen [2002], who calibrated the
Hargreaves parameters via a comparison with PM estimates
derived from a coarse-resolution, global meteorological
data set. These globally derived parameter values yield PET
that is similar to PM reference crop PET in the south-
western United States, although values tend to be too low
by �1 mm d�1 in Texas and Arizona south of roughly 33�N
[Droogers and Allen, 2002, Figure 2].
[31] The annual cycle of PET calculated using the

Hargreave’s equation (equation (11)) and daily station
data is sinusoidal (Figure 3). Therefore we developed the
following model for seasonal fluctuations in PET:

PET DOYð Þ ¼ PETmax � PETmin

2

� �

� cos 2p
DOY � LPET � 365=2

365

� �� 	
þ PET ð12Þ

where DOY is calendar day of year, PETmax and PETmin are
the maximum and minimum values throughout the year,
PET is the mean annual PET rate, and LPET is the lag of
peak ET behind peak solar forcing (in days). We calculate
the annual cycle of PET using the Hargreaves equation.
Daily solar radiation is determined from the latitude of the
site. Tavg and Tmax � Tmin are set to the average values for
each DOY. Only data from stations with records that
exceeded 35 years were used. The PETmax and PETmin

values are determined from the 9-day periods within the
annual cycle that have the highest and lowest values. LPET is
calculated using the midpoint DOY of the 9-day interval
with the highest PET compared with the day with peak S0.
For each station, PET estimated via the sinusoidal model
(equation (12)) is very similar to the seasonal cycle of PET
calculated using the Hargreave’s equation (equation (11))
and daily station data (e.g., Figure 3), although the latter
tends to have a broader bottom and a higher, narrower peak.
[32] Averaged over all stations, PET is 4.1 ± 0.7 mm d�1

or roughly 150 cm year�1 (Table 3). The variability between
stations is limited compared with that of the rainfall param-
eters. At individual stations, PET values vary from 3.5 mm
d�1 to 6.5 mm d�1. Much of this variability is related to
station elevation: PET decreases linearly by �1 mm d�1 per
1000 m of station elevation (r2 = 0.61) due to the influence
of elevation on temperature (equation (11)). The annual
range of PET, PETmax � PETmin, is 6.5 mm d�1, and �90%
of the station values fall within the range of 5.5–7.5 mm
d�1. The average lag of peak PET relative to peak solar
forcing, LPET, is 11 days and varies between 0 and 30 days
across all stations. The average lag of PET minima relative
to the minimum in solar forcing is also 11 days, and exhibits
less variability from station to station. As discussed above,
the timing of the wet season varies greatly across the
southwest (Table 2). Therefore the lag between the
middle of the wet season and peak ET, LAG (Figure 3),
varies greatly between stations because LPET is so
consistent.

Table 3. PET Statistics Derived From Southwestern U.S. COOP

Station Temperature Data and Calculations of S0

Region

PET, mm d�1 LPET, days

PET PETmax � PETmin Summer Winter

All 4.09 6.37 11.3 10.8
Arizona 4.09 6.27 21.0 6.8
California 4.51 6.63 5.4 10.9
New Mexico 4.03 6.24 5.5 12.0
Nevada 3.66 6.71 21.2 9.2
Texas 4.41 5.80 6.2 13.7
Utah 3.48 6.67 16.6 12.1

Table 4. Various Model Simulations Completed and the Range of Climate Parameters Specified in Each

Simulation
Name

Precipitation PET

LAG
Between

Peak P and PET
P,

cm yr�1 td and a

Rainfall
Seasonality,

fw

PET ,
cm yr�1

PETmax � PETmin,
mm d�1

Storm Size
1.A: Typical 10–100 middle, Figure 4a none 50–200 None none
1.B: Maximum 10–100 top, Figure 4a none 50–200 None none
1.C: Minimum 10–100 bottom, Figure 4a none 50–200 None none
Season
2.A: Rainfall only 10–100 equation (10) 0.15–0.5 150 0 none
2.B: PET only 10–100 equation (10) 0.5 150 6.4 mm d�1 none
2.C: LAG 10–100 equation (10) 0.32 150 6.4 mm d�1 0–360 days
Station . . .a . . .a . . .a . . .a . . .a . . .a

aAccording to rainfall and temperature records at each station, 536 combinations.
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3.3. Model Experiments

[33] For each simulation we take four steps to combine the
climate parameterization and the flow model (bottom four
panels in Figure 2). First, we select the values for each of the
six climate parameters: P, td, fw PET, PETmax � PETmin,
and LAG. Second, we construct a time series of P and PET
using these parameters. The rainfall record is 300 years long
and is generated using random numbers selected from an
exponential distribution [e.g., Guswa et al., 2002]. The
random numbers are scaled differently in the wet and dry
seasons, as described in section 3.1. In contrast, the PET
record does not include a stochastic component. The PET
record is 1 year long, representing the average annual cycle.
It is repeated 300 times to go along with the rainfall record.
Third, the time series of P and PET are used as inputs to the
flow model. Separate simulations are completed for loamy
sand and loam soil, to assess how soils with different
hydraulic properties modify the climatic controls on
recharge. Fourth, the flux from the bottom of the domain
is analyzed to assess if recharge occurred, as defined in
equation (5).
[34] The simulations fall into three categories based on

how the climate parameters are specified (Table 4 and top
three boxes in Figure 2). In the first two types of simulations
(storm size and season), we varied one or more of the six
climate parameters over the range observed in the station
data to quantify how they controlled recharge. In the third
type of simulation (station), the full set of six climate
parameters was set to the values observed for each station,
yielding 536 realizations of climate.
[35] The storm size experiments were designed to assess

how the distribution of storm size influences recharge.
Three different groups of simulations were completed, using
typical values of a and td (equation (9) and solid line in
Figure 4a) (1.A); maximum values for storm size (1.B); and
minimum values for storm size (1.C). To constrain the end-
member simulations, we fit envelopes to the td - P rela-
tionship. The upper line in Figure 4a shows how td varies
with P where storms are large but occur infrequently. This
relationship is used in the maximum storm size simulations.
The bottom dashed line depicts the td - P relationship in
locations where storms are small and frequent, and is used
in the minimum storm size simulations. In all three cases,
we varied P and PET over a broad range in different
simulations. We did not include seasonality of P or PET,
so these experiments are similar to other applications of the
Poisson rainfall model to soil moisture dynamics [Laio et
al., 2001; Guswa et al., 2002].
[36] The season simulations were designed to assess how

seasonal fluctuations of P and PET influence recharge, over
a broad range of P/PET . Typical values of a and td were
used (equation (9)) and were varied between the wet and dry
season according to equation (10). The first set of simu-
lations only included seasonality of precipitation (2.A,
rainfall only), from no seasonality (fw = 0.5) to high
seasonality where 50% of the rainfall occurs in less than a
2-month period (fw = 0.15). The second set only included
seasonal fluctuations of PET (2.B, PET only). The third set
included seasonality of both P and PET, with the lag
between peak P and peak PET, LAG, varied from 0 to
360 days (2.C, LAG). PET seasonality, PETmax � PETmin,
was set to 6.4 mm d�1 in all of the PET-only and LAG

simulations because variability of this parameter is limited
(Table 3).
[37] In the station experiments, we used the six climate

parameters calculated from each of the COOP station
records to generate the rainfall and PET input time series.
Therefore we generated 536 meteorological records, each
representing the climate at one of the stations analyzed. The
goal is not to predict at what locations recharge occurs, as
this would require specifying zr, soil texture, and other
parameters for each site individually. The motivation for
these experiments was to identify the most important con-
trols on recharge, including possible interactions between
seasonality and storm size distribution. By completing
simulations using the full set of climate parameters derived
from all the stations, we sampled over the complete distri-
bution of combinations of seasonality, storm size, and other
parameters.

4. Results

4.1. Storm Size Distribution

[38] Figure 6 shows that the percentage of precipitation
that is partitioned to recharge (%R) varies as a function of P
in the storm size simulations, as expected. First, there is no
recharge below a threshold P value. This threshold depends
on the combination of soil texture, PET , and storm
size used. Second, above the threshold, the amount of
recharge increases with higher P values. Vertical profiles
of h for simulations with and without recharge are shown in
Figure 7 for loamy sand. Results are similar for loam. For
the case with recharge, wetting fronts propagate to the
bottom of the domain; the maximum value of h at any
point during the simulation is effectively zero at all depths.
Throughout the root zone, mean h is much higher than hwilt
(�500 m or �5 MPa), but the minimum values show that
h � hwilt at some time after initialization, so the soil does
occasionally dry out. Below zr, the soil remains wet
throughout the simulation. For the case without recharge,
the deepest wetting fronts only slightly exceed zr and
therefore do not reach the bottom of the domain yielding
recharge. Above zr, mean h � hwilt, showing that the soil is
typically very dry. As water movement below zr is negligi-
ble, the mean, maximum, and minimum values all equal the
initial h values (hwilt) below the root zone.
[39] Quantifying how various aspects of climate control

whether or not diffuse recharge occurs is the primary goal of
this study. Therefore we identified the P/PET values that
correspond to %R of 0.01% of P, which is the recharge
threshold described by equation (5). The storm size simu-
lations yielded three main results (Figure 8). First, soil
texture exerts a very strong control on the recharge thresh-
old. For loamy sand, the lowest P/PET values at which
recharge occurs vary from 0.4 to 0.8, depending on the
storm size distribution and PET . For loam, the lowest
threshold value is >0.8. A similar contrast exists for the
P/PET value at which recharge exceeds 1% of P. Second,
the P/PET values at which %R equals the threshold and
1% decrease slightly as PET increases for loamy sand. At
higher PET values, storm depths are larger at the same
values of P/PET , so the soil gets wetter and the potential for
rapid gravity driven flow increases. For loam, the equivalent
variations are smaller. Compared with the other factors
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examined, PET has a negligible effect on %R at a given
value of P/PET : roughly 0.05 over the range of PET
possible in semiarid environments. Therefore, when pre-
sented in terms of P/PET , our results are not sensitive to the
actual PET values used (equation (11)) but to the other
factors such as seasonality and storm size distribution.

[40] Third, storm size distribution exerts a dramatic
control on the recharge threshold for loamy sand: Recharge
occurs at P/PET values as low as 0.4 for a climate with
large, infrequent storms (maximum storm size), compared
with 0.8 for a climate with small, frequent storms (minimum
storm size). This corresponds to recharge occurring at

_
P

Figure 6. Variations in the percentage of rainfall that is partitioned to recharge, %R, in the storm size
experiments, for loamy sand and loam soil. The different storm size distributions are typical climate
(crosses), maximum storm size (triangles), minimum storm size (circles). The value of PET used is
indicated by the type of the lines (solid = 100 cm yr�1; dashed = 150 cm yr�1) and labeled on the graph.
For loam, the top curves and right axis show how the percent of rainfall partitioned to runoff varies with
P, for PET = 100 cm yr�1 only. Runoff is effectively zero for the loamy sand simulations.

Figure 7. Vertical profiles of hydraulic head (h) for two loamy sand simulations, (left) one with
recharge and (right) one without recharge. Units are meters 
 0.01, equivalent to soil water potential in
MPa. Mean value is the average h at each depth between years 30 and 300 of the simulation. Minimum
and maximum values show the extremes at each depth during the same interval. Therefore all three lines
do not show h distribution at an instant in time. Only data from the top half of the simulated profiles are
shown, and only half of the points in this portion of the profile are plotted for clarity. The horizontal
dashed line is the maximum root depth, zr. The wilting point, hwilt, is �500 m (or �5.0 MPa).
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of 60 versus 120 cm yr�1, for PET = 150 cm yr�1. The
results for the typical storm size climate are intermediate
between the end-members. In contrast, for loam, the thresh-
old and 1%R P/PET values are similar for the typical and
minimum storm size climates, and lower by only �0.1 for
the maximum storm size climate.
[41] Storm size distribution influences the recharge

threshold because it controls the frequency and duration
of times when P � PET exceeds zero and by how much.
For the case of continuous rainfall (very low td and a) in a
climate where P/PET < 1, the soil water content (q) will
never increase because P � PET is never greater than zero,
so recharge is not possible. Alternatively, for a climate

with large, infrequent storms, P � PET is often greater
than zero and q can increase yielding recharge, as long as
runoff is not substantial. The potential for recharge
increases as the interval during which P � PET exceeds
zero increases: P may be several times higher than PET
on the daily timescale, but individual storms will not add
enough water to the soil to yield flow below the root
zone.
[42] The percent of time when P � PET > 0 depends on

storm size distribution: The frequency is higher for the
maximum storm size climate than for the typical climate,
which is higher than for the minimum storm size climate
(Figure 9). In addition, the total water that accumulates

Figure 8. P/PET values at which the rainfall partitioned to recharge (%R) is equal to 0.01% of P, as a
function of PET . The 0.01% recharge threshold is the specified lower limit where the liquid-only flow
model is applicable (equation (5)). Results are shown for climate with the typical, maximum, and
minimum storm size distributions, for both loamy sand and loam soils. For the typical climate, the P/PET
values at which %R = 1% is also shown (dashed line). The climate parameters selected for each
simulation (Table 4) did not yield %R of 0.01% and 1% exactly. Therefore we linearly interpolated to
estimate the corresponding values of P/PET , which is why the lines are not completely smooth.

Figure 9. The percentage of time P � PET > 0 for each of the different climates simulated (see legend),
plotted against different averaging intervals. The averaging intervals vary from 5 to 200 days, with a
spacing of 5 days.
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during intervals when P � PET > 0 is greatest for the
maximum storm size climate and least for the minimum
storm size climate (not shown). Even with these differences,
recharge through the loam soil is relatively insensitive to
storm size distribution. This is partly due to the partitioning
of rainfall to runoff, which amounts to 10% of rainfall for
the maximum storm size climate and only 3% for the
minimum storm size climate around the recharge threshold
(Figure 6, right). In contrast, <1% of rainfall goes to runoff
for loamy sand in all three climates around the recharge
threshold.
[43] For both soils, once the recharge threshold is

exceeded, much or all of the additional rainfall is partitioned
to recharge (Figure 6). Runoff is negligible for the loamy
sand, so all precipitation in excess of ET passes through the
soil column and becomes recharge. A substantial fraction of
rainfall becomes runoff for the loam (Figure 6, right), so %R
does not increase as rapidly above the recharge threshold.
The combination of a lower recharge threshold and less
runoff results in more recharge through the loamy sand than
through the loam, for any combination of P, PET , and
storm size distribution (Figure 6).
[44] The influence of storm size distribution on the

increase in %R above the recharge threshold is different
for loamy sand and loam. For loamy sand, the greatest
contrasts in %R exist around the recharge threshold: The
most recharge occurs in the maximum storm size climate
and the least in the minimum storm size climate. With
increasing P, %R from the different storm size simulations
converges. For loam, differences in %R are small around
the recharge threshold. However, as P increases, the
differences in %R between the three storm size distribu-
tions continuously grow. In addition, at higher values of P,
%R is greater for the minimum storm size climate than for
the typical climate, and the value for the typical climate is
greater than for the maximum storm size climate. This is
opposite from the storm size contrasts for loamy sand and

is the result of more runoff for larger storms in the loam
simulations.

4.2. Seasonality

4.2.1. Duration of Wet Season
[45] The first set of the three season experiments (2.A

rainfall only, Table 4) was designed to assess the effects of
wet season duration (fw). We focus our discussion on the
loamy sand simulations because there was no recharge in
the loam simulations for reasonable values of PET . A
greater contrast in wet and dry season rainfall rates, equiv-
alent to a shorter wet season or lower fw, increases the
fraction of rainfall that is partitioned to recharge (Figure 10).
The P/PET value of the recharge threshold decreases as
seasonality increases (lower fw). For loamy sand, recharge
only occurs for cases when P/PET is > 0.7 in the absence of
a wet season (Figures 8 and 10). When the average (fw =
0.32) and most intense (fw = 0.15) wet seasons are used, the
recharge threshold shifts to P/PET of 0.5 and <0.4, respec-
tively. Therefore the difference in recharge threshold across
the range of fw observed is equivalent to a shift of P of more
than 40 cm yr�1, for PET = 150 cm yr�1. This is similar to
the difference of threshold P/PET values for the minimum
and maximum storm size distributions. Above the recharge
threshold, %R increases as fw decreases. In the next section
we show that rainfall seasonality does not always enhance
recharge as shown in Figure 10: Rainfall seasonality can
decrease recharge via interactions with seasonal fluctuations
of PET. The mechanism by which rainfall seasonality
affects recharge is discussed below.
4.2.2. Seasonal Variation of Precipitation and PET
[46] We now compare the effects of seasonality of P and

PET on recharge, using both the PET-only and lag simu-

Figure 10. Percent of rainfall that is partitioned to
recharge as a function of wet season duration, fw, for loamy
sand. PET is 150 cm yr�1 in all cases, and the lines are for
different values of P/PET .

Figure 11. Percent of rainfall partitioned to recharge for
different climates as a function of P/PET , for loamy sand.
The ‘‘LAG = 0 days’’ line represents the case when the
middle of the wet season occurs during the PET maximum,
and the ‘‘LAG = 182 days’’ line is for the case when the
middle of the wet season occurs during the PET minimum.
The ‘‘annual values’’ line is for the case with no seasons
(typical storm size in Table 4). PET is 150 cm yr�1 in all
cases. Results for loam are similar, except all lines are
shifted to P/PET values that are higher by 0.3.
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lations (2.B and 2.C, Table 4). In these experiments we use
typical values of fw, PET , and PETmax � PETmin. P is
varied, yielding results for a range of P/PET values. For
loam we vary P over a broader range than that found in
semiarid environments (up to 165 cm yr�1) so that the
recharge threshold is exceeded in some experiments.
[47] The effects of seasonality are similar for loamy sand

and loam soils (Figure 11), although the recharge threshold
and equivalent values of %R for loam occur at P/PET
values that are higher by 0.3. First, including the typical
annual cycle of PET greatly enhances recharge (PET only),
lowering P/PET of the recharge threshold by 0.3, compared
with a climate with no seasonality. This effect is much
greater than that which results from including the typical
seasonality of rainfall alone (rainfall only). Second, when
the P and PET maxima are out of phase (LAG = 182 days),
including both seasonal cycles enhances recharge compared
with the case where only PET varies. This case represents a
climate where the wet season occurs during the middle of
the winter. When the cycles are in phase (LAG = 0 days),
including both seasonal cycles yields less recharge. This
represents a climate where the wet season occurs during the
summer.
[48] In summary, there is a consistent order of how

recharge varies between the different simulations. From
most to least recharge, the order is (1) out of phase P and
PET seasonal cycles (LAG = 182 days); (2) PET cycle only;
(3) in phase P and PET cycles (LAG = 0 days); (4) P cycle
only; and (5) no seasonality of P or PET. Clearly, consid-
eration of only annual values provides limited information
regarding the existence and amount of recharge, given the
importance of seasonality on flow through the root zone
(Figure 11) and the predominance of seasonality in semiarid
environments (Tables 2 and 3). For loamy sand, the simu-
lated recharge threshold occurs at a P/PET value <0.3 when
typical values for seasonality are included, compared with
0.7 for the case with no seasons.
[49] To quantify the portion of recharge resulting from

each seasonal forcing alone and from their interactions, we
use the numerical factor analysis described by Stein and
Alpert [1993] summarized in Table 5. The results are similar
for both soils, although shifted to higher P/PET values for
loam. Near the recharge threshold, nearly 100% of
the recharge is due to interactions between seasonality of
P and PET when the seasonal cycles are out of phase
(Figure 12). As P/PET increases, the component of

recharge due to seasonal variations in PET alone increases,
and equals that caused by P � PET interactions at the
highest P/PET values simulated. Rainfall seasonality alone
only contributes to recharge at P/PET values greater
than 0.6 for loamy sand, and even then the contribution is
minor. Little or no recharge occurs without the seasonal
cycles of P and PET.
[50] Figure 13 shows how recharge varies as a function of

the lag (LAG) between the seasonal maxima of P and PET.
The most recharge occurs when peak PET lags the middle
of the wet season by half a year (LAG = 182 days). For the
lowest P/PET value used (0.3), recharge only occurs when
LAG is between 100 and 300 days. For all values of P, the
least recharge occurs when peak ET occurs during the
middle of the wet season (LAG = 0 days). Variations
between the maximum and minimum recharge values are
sinusoidal and nearly symmetric.
[51] Seasonality of P and PET affect recharge in the same

way as storm size distribution: When P � PET > 0,
water accumulates in the root zone and can lead to recharge.
P may be much less than PET . However, the intervals when
P � PET > 0 are more common when seasonality is
introduced. Compared with a climate without seasons,
typical rainfall seasonality (fw = 0.32) in the absence of
PET variations (rainfall only) increases the occurrences of
when P � PET > 0 only slightly (Figure 9). This makes
sense given that the rainfall rate during the 4-month wet
season is only �60% higher than the annual average, so P is
still less than PET averaged throughout the wet season. In
contrast, including the annual cycle of PET (PET only)
greatly increases the fraction of the year when P � PET > 0

Figure 12. The percent of simulated recharge through
loamy sand resulting from the following four factors as a
function of P/PET , determined via factor separation
analysis (Table 5): (1) interactions between P and PET
seasonality (LAG = 182 days); (2) PET seasonality; (3) P
seasonality; and (4) other effects. The results shown in this
figure are only for simulations with a half-year lag between
peak PET and the middle of the wet season (LAG =
182 days); the wet season occurs during the winter.
Results for loam are very similar, except all lines are
shifted to P/PET values that are higher by 0.3.

Table 5. Notation and Calculations Used to Isolate the Compo-

nent of Recharge Due to Different Factorsa

Notation
Simulation Includes
Seasonal Variations of

f12 P and PET
f2 only P
�f1 only PET
f0 None

Calculations Component of Recharge Due to

f̂ 12 = f12 � (f1 + f2) + f0 Interactions between P and PET seasonality
f̂ 2 = f2 � f0 P seasonality alone
f̂ 1 = f1 � f0 PET seasonality alone
f̂ 0 = f0 factors other than seasonality

aAfter Stein and Alpert [1993].
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and the excess P that accumulates during those intervals.
When P and PET maxima are lagged by half a year (LAG =
182 days), the wet season enhances the effects of PET
seasonality on the distribution of P � PET. The reverse
occurs when the P and PET cycles are in phase (LAG =
0 days). The results from the recharge and P � PET
analyses are consistent: The ranking of different climates
in terms of recharge (Figure 11) is the same as the ranking
of climates in terms of how frequently P � PET > 0 for all
time intervals examined.

4.3. Climate Parameters From Each Station Record

[52] In the station simulations, we used the climate
parameters derived from each station record to assess how
the observed combinations of storm size and seasonality
influence recharge. Consistent with the other results,
recharge through loam soil was limited, only exceeding
the 0.01% P threshold for 10 of the 536 parameter combi-
nations. At these 10 stations, the P/PET are 10 of the 15
highest observed at all stations. In contrast, when the loamy
sand was used, diffuse recharge occurred for 116 of the
536 parameter combinations, or just over 20% (Figure 14,
top portion). At these stations, the average P/PET was
0.4 and the minimum was 0.21, compared with the
data set average of 0.25. Slightly more than 50% of all
536 stations have P/PET values that exceed 0.21, so
recharge only occurred for stations that fall in the top half
of the P/PET distribution. These stations were at higher
than average elevation and were preferentially located in
northern portions of Utah, Nevada, New Mexico, eastern
California, and along the Mogollon Rim in Arizona. We
focus the remainder of our discussion on the results from
the loamy sand simulations.
[53] For loamy sand, %R is generally higher for

higher values of P/PET (Figure 14, bottom portion). When
P/PET > 0.4, recharge occurs for all parameter combina-
tions. In the P/PET range of 0.2–0.4, recharge occurs for
some parameter combinations (n = 82) but not for others (n =
164). Recharge does not occur when P/PET < 0.2. Recharge
occurs at many more stations than would be predicted for a
climate without seasons but with the same P/PET : %R from

the station simulations is higher than for either the typical or
maximum storm size simulations. In addition, the recharge
calculated using the station climate parameters is always
higher than for a climate with seasonal maxima of P and PET
that are in phase (LAG = 0 days). Many of the parameter
combinations that yield recharge are clustered around the
line for a climate where seasonal fluctuations of P and PET
are out of phase (LAG = 182 days).
[54] We now identify why there is recharge for only

one third (84 of 266) of the parameter combinations with
P/PET values between 0.2 and 0.4. Any combination of
the factors shown to influence recharge in sections 4.1
and 4.2 could produce these results (Table 6). For stations
with P/PET between 0.2 and 0.4, the intensity of rainfall
seasonality is lower (higher fw) for the 84 stations that
have recharge than for those that do not (Table 6).
However, the magnitude of the difference is small and
the sensitivity to this parameter is relatively limited. Both
wet (awet) and dry season (adry) storm sizes are slightly
lower for the stations with recharge, which should also
limit recharge. Stations with recharge tend to have slightly
higher values of PETmax � PETmin, which should increase
recharge slightly. Most important, the stations with
recharge have substantially longer lags between P and
PET maxima than the stations without recharge, 117 and
54 days, respectively. Given that longer lags greatly increase
the presence and amount of recharge (Figure 13), this
is clearly an important factor differentiating the two sets
of parameter combinations. The lag values are even

Figure 13. Variations in %R with different values of LAG
between peak PET and the middle of the wet season, for a
range of different P/PET values. Results for loam are
similar.

Figure 14. Number of stations with and without simulated
recharge for loamy sand, binned in P/PET increments of
0.05, are shown in top portion of the panel. Bottom portion
shows %R as a function of P/PET for COOP stations in the
western United States. Recharge is above the specified
threshold (qb > 0.0001 
 P or %R = 0.01) for 116 of the
536 stations with long P and T records. The remaining 420
cases (no recharge) are not plotted. Results from some of
the storm size and season simulations are plotted for
reference.
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more extreme (146 days) for the 25 stations with recharge
that have P/PET values between 0.2 and 0.3.

5. Discussion and Conclusions

[55] Our results show that comparisons of mean annual
precipitation and potential evapotranspiration alone will not
yield accurate predictions of where diffuse recharge will
occur. Over the range of climate and soils texture examined
here, P/PET values at the recharge threshold varied from
0.2 to 0.7. Even lower values are possible for soils that are
coarser than the loamy sand used here. There is substantial
variability in storm size distribution across the southwestern
United States. For coarse soils, a climate with relatively
large but infrequent storms should have a lower P/PET
recharge threshold than a climate with smaller, more fre-
quent storms, changing the P/PET at the recharge threshold
by 0.3 between extreme end-member climates. The effects
are much smaller for fine-textured soils.
[56] Seasonality has a larger influence on recharge than

storm size distribution, and the effects are similar for both
coarse and fine soils. Across the southwestern United
States, there is a wide range in the magnitude of rainfall
seasonality but comparatively little variability in seasonality
of PET. However, diffuse recharge is relatively insensitive
to rainfall seasonality. In addition, the magnitude of rainfall
seasonality can lower or raise the P/PET value of the
recharge threshold, depending on whether the wet season
occurs in the winter or summer, respectively. By itself, the
annual cycle of PET enhances recharge and lowers P/PET
of the recharge threshold more than any other factor
investigated. However, all stations have relatively similar
PET annual cycles. Therefore the magnitude of seasonal
PET fluctuations is probably not an important source of
differences in recharge between locations. Instead, the
relative timing of P and PET maxima is the primary factor
that controls the presence or absence of recharge: The most
recharge will occur when the rainy season occurs during the
winter months when PET values are lowest.
[57] Overall, the results presented here are consistent with

the conclusions drawn from data-based studies of recharge
through desert vadose zones. First, our results show there
should be no diffuse recharge in arid climates (P/PET =
0.1), regardless of soil texture or the presence of wintertime
precipitation. This is consistent with data collected at low
elevation areas in the Mojave desert of California and
Nevada [Tyler et al., 1996; Izbicki et al., 2000], although
exceptions may exist when soils are extremely coarse

[Barnes et al., 1994]. Second, for intermediate values of
P/PET (0.2–0.4), our modeling shows there should be no
diffuse recharge on fine soils, but diffuse recharge may
occur on coarser soils depending upon the climate at the
site. This result is consistent with observations that show
there is no recharge at sites with P/PET of 0.2–0.4 that are
located on fine-textured soils or in locations where summer
rainfall dominates, for example, in the High Plains and
Chihuahuan sites described by Scanlon et al. [2003]. It is
also consistent with lysimeter data from Hanford, Wash-
ington [Gee et al., 1994], which showed deep percolation
beneath vegetation in a winter wet climate with P/PET =
0.1. Additional vadose zone profile data should be collected
in locations where P/PET < 0.4 and rainfall that is concen-
trated during the winter. Third, our modeling results are
consistent with the idea that recharge occurred at many
southwestern sites during the last glacial period. Many sites
in this region have P/PET values close to the simulated
recharge threshold. Therefore only small changes in P or
PET are necessary for the threshold to be crossed, partic-
ularly if the climate shifts include changes in seasonality
that enhance recharge.
[58] Although this research was focused on understand-

ing how climate influences recharge, not all aspects of
climate were represented. The effects of the accumulation
and melt of snow on recharge were not evaluated. We
expect that incorporating snow would increase the impor-
tance of wet seasons that occur during winter, given that
springtime melt would deliver most of the moisture in a
single pulse. The effects of relative humidity and wind
speed on PET calculations are not represented in the
Hargreaves model, as they are in the more detailed Penman-
Monteith approach. Both of these issues should be
addressed in future research. The model of climate devel-
oped here allowed us to evaluate how six key parameters
influenced recharge. However, the rainfall records generated
do not include all of the complexity of actual time series.
For example, intervals with anomalously dry or wet con-
ditions may not be accurately simulated by the Poisson
rainfall model. To ensure that the synthetic rainfall records
were reasonable, we ran the model using actual rainfall data,
repeating station records as needed to yield 300 years of
rainfall inputs. Ten stations with recharge and 10 stations
without recharge in the station simulations were randomly
selected for this analysis. Other than the rainfall input, all
other aspects of these model runs were identical to the
station simulations. In all 20 cases, the presence or absence
of recharge was the same for the synthetic and actual rainfall
records. For the cases with recharge, the amount of recharge
simulated using actual rainfall data was very similar to that
simulated using the synthetic records: A regression between
the paired values had an r2 of 0.89 and a slope of 0.93. In
general, the use of actual records yielded slightly more
recharge.
[59] The model simulations described here are idealized

with regards to many factors. Vertical variations in soil
texture were not specified, including the presence and
characteristics of caliche. Horizontal variability in soil
texture was also not considered, which could focus flow
in some situations and lead to recharge at even lower P/PET
values [Kearns and Hendrickx, 1998]. Soil texture affects
vertical root distributions [Schenk and Jackson, 2002], but

Table 6. Summary Statistics for Station Parameter Combinations

With P/PET Between 0.2 and 0.4, Split Into Stations With and

Without Recharge

Recharge No Recharge p-Valuea

n 80 182
PETmax � PETmin, mm d�1 6.3 ± 0.5 6.1 ± 0.5 0.006
LAG 117 ± 58 54 ± 44 <0.001
fw 0.34 ± 0.08 0.30 ± 0.07 <0.001
awet, cm 0.71 ± 0.27 0.79 ± 0.27 0.008
adry, cm 0.59 ± 0.15 0.61 ± 0.16 0.15

aShows results from a one-tailed t-test.
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we did not vary root profiles between the different soils
used in the simulations. We represented vegetation in our
model by specifying typical parameter values for desert
plants. However, values for these parameters vary with plant
type and soil texture [Schenk and Jackson, 2002]. In
addition, more complex models for soil water extraction
by roots exist [Sperry, 2000; Guswa et al., 2002]. A more
detailed focus on vegetation would be necessary in order to
use the model presented here to test the hypothesis that the
shift to desert vegetation �10 kyr stopped diffuse recharge
at many locations [Phillips, 1994].
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Figure 4. (a) Mean dry interval (td) versus mean storm
depth (a) for southwestern U.S. stations. The various
symbols represent the different states. Lines of equal P are
drawn and labeled. (b) Relationship between td and P.
The solid line is the best fit power law curve to all data
points (r2 = 0.51), used in the ‘‘typical storm size’’
simulations (Table 4). Dashed lines are envelopes using
the same equation form, with parameters selected so that the
lines encompass all but the extreme outliers. The top dashed
curve represents the td - P relationship where dry intervals
are long and storms are large, used in the ‘‘maximum storm
size’’ simulations. The bottom line represents the td - P
relationship where storms are frequent but small, used in the
‘‘minimum storm size’’ simulations.

Figure 5. Scatterplot of the ratios of season-to-average 1/
td (triangles) and a (circles) versus the ratio of season-to-
average rainfall rates for all COOP stations. The ratios for
both the wet (light and dark blue points) and dry (orange
and red symbols) seasons are shown. The thin line is the 1:1
line, and the thick line is the best fit linear regression to the
normalized wet and dry season 1/td values (equation (10)).
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